
 

 

Abstract— We consider water level forecasting in Dungun 

River where the collected data contain missing values. 

Therefore, we cannot utilize a prediction technique to forecast 

the water level directly. To overcome this difficulty, we used 

Ordinary Linear Regression (OLR) and mean substitution to 

handle the imperfect data and to make the data meaningful. 

ARIMA and SARIMA are well known techniques and widely 

used in time series forecasting. Unfortunately, they produce a 

linear regression model that may improper model for water 

level forecasting. Instead, Backpropagation Neural Network 

(BPNN) and Nonlinear Autoregressive Exogenous Model 

(NARX) are alternative techniques to address the issue of 

linearity in regression.  Nevertheless, they also have difficulties 

to determine the optimal network and regression 

coefficients/weights due to the randomness of their initial 

weights. Under this circumstance, we proposed Multiple BPNN 

and Genetic Algorithm (GA) to overcome the limitation of 

ARIMA/SARIMA, standalone BPNN and NARX. Our 

experiment showed that our proposed technique is superior 

compared to ARIMA, SARIMA, BPNN and NARX.   

 

Index Terms — Genetic algorithm, missing data, neural 

network, water level. 

 

I. INTRODUCTION 

HE stages of water level are designed to make local 

authority aware of the level of danger posed by the 

rising water level so that a necessary emergency 

arrangement could be initiated for the welfare of the local 

community affected by the river. As the water level 

forecasting could reduce the damage from the impact of 

flooding in agriculture, public uses, avoid both life and 

economic loss, it is therefore important to predict its 

appearance. Prediction of the pattern of water level is one of 

the benchmark points in the flood forecasting analysis and 

has been one of the most important issues in hydrological 
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research. Water level is an essential component in the 

process of forecasting flood resources evaluation and is 

considered as a central problem in hydrology [1].  

We consider the forecasting of the water level at the 

Dungun River in Terengganu – Malaysia which is a main 

river in Dungun District. Dungun District is one of the 

seven districts in the Terengganu state and located between 

4o36’10N to 4o53’02N and 103 o 07’25E to 103o25’50E [2]. 

In reports of flooding in Dungun District, Department of 

Irrigation and Drainage (DID) stated that there are two types 

of flooding which are flash floods and river flood. Flash 

flood usually occurs in urban areas where it is usually 

caused by short, intense localized thunderstorm rains, where 

it is usually experienced during the evening [3]-[4]. Besides 

flash flood, there is also river flood usually happens when 

the flow in a river exceeds its conveyance capacity, the 

water in the river rises above its bank level and overspills 

into adjacent low-lying areas, causing river floods. 

Data pre-processing is one of the most important steps 

before the application of statistical model, where it usually 

handles the imperfect characteristics of the produced data 

such as missing data and inconsistent value of data. The 

data pre-processing such as treatment of missing data can 

also influence the performance of the prediction model [5]- 

[6]. It is noticed that the original data that are collected from 

DID and Malaysian Meteorological Department (MMD) 

involve some imperfect characteristics that need to undergo 

the process of treatment of missing data before proceeding 

to the next method procedures.  The collected data from the 

two departments involve months, monthly rainfall, rate of 

evaporation, rate of temperature, relative humidity and  

water level. The water level is treated as a response variable 

and the others are regressor variables. In this paper, the 

weekly data comprises a total number of  75 observation 

data from the year 2006 until 2012 

In terms of forecasting techniques, it is reported that 

many analyses of forecasting time series approaches had 

been done in hydrological problems. The choice of the 

forecasting model is an important factor in order to improve 

the forecasting accuracy [7]. The application of forecasting 

is becoming increasingly popular in many real-world 

applications such as financial market prediction, electric 

utility load forecasting, weather and environmental state 

prediction, machining, internet resource, reliability 

forecasting and in social science research [8] - [15]. A well-
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known technique such as ARIMA and SARIMA are most 

commonly used for time series forecasting, however, they 

have limitations in applications due to linearity issue.  

Neural Network (NN) is one of the methods that are 

widely used to solve most real-world problems. As NN has 

the ability to recognize time series patterns and nonlinear 

characteristics, which gives better accuracy over other 

methods, it has become the most popular method in 

forecasting [16] - [18]. A case study predicting the Caspian 

Sea level compares the performance of NN and ARIMA. 

The results proved that NN is a more powerful tool in 

complementing or even substituting statistical models [19].  

Nowadays, using hybrid techniques or combining several 

techniques has become a common practice to improve the 

forecasting accuracy in which combination of forecasts from 

more than one technique often leads to improved forecasting 

performance [20]. Many papers have reported that 

hybridization of two or more techniques offers a number of 

advantages in many domain problems (see for examples: 

[21] - [31]). A study showed that using hybridization of 

NN-GA increased the rainfall runoff forecasting accuracy 

more than any other standalone methods [32]. Besides, the 

study by [23] combined Neural Network and Partial Least 

Squares (PLS) and the finding showed the proposed method 

gave better result compared to PLS alone. 

It is well known that Backpropagation Neural Network 

(BPNN), Nonlinear Autoregressive Exogenous Model 

(NARX) and Genetic Algorithm (GA) are standalone 

technique with each technique has its own advantages and 

disadvantages. BPNN is commonly used in forecasting 

studies and suitable tool for modelling the behaviour of a 

system since it has the following three important 

characteristics: generalization ability, noise tolerance and 

fast response once trained [33] - [34]. However, BPNN and 

NARX have difficulties to determine the optimal network 

of architecture and regression coefficients (weights) due to 

randomness of its initial weights [20]. This implies that 

the best regression coefficients may be different in each 

learning process and there are many possibilities of 

nonlinear regression models which will be used for 

forecasting. While GA is an effective technique for 

obtaining optimum values of an optimization problem and 

is one of the potential methods for optimization of 

parameters in BPNN [25] - [26]. However, GA encounters 

difficulties in finding a fitness function that effectively 

work in forecasting or classification [35].  

Under the circumstance, we present a combination of 

Multiple Backpropagation Neural Network (Multiple 

BPNN) and Genetic Algorithm (GA) to overcome the 

limitation performance of ARIMA/SARIMA, standalone 

BPNN and NARX. The basic idea of the proposed 

technique is done by the following steps. First, we 

construct Multiple BPPN, say L BPNNs with the same 

structure (with L is a positive integer),  and collect n sets 

of candidate regression coefficients from the Multiple 

BPNN. The next step is finding the best regression 

coefficients by GA with the initial population of GA is the 

candidates founded from Multiple BPNN. When L is equal 

to 1, it is call Single-BPNN-GA (S-BPNN-GA), otherwise 

we call it the Multiple-BPNN-GA (M-BPNN-GA). 

The rest of this manuscript is organized as follows:  

Section II provides the general research framework. In 

Section III, we briefly introduce BPNN, NARX and GA, 

followed by the hybrid techniques of Multiple BPNN and 

GA in Section IV. Section V presents data pre-processing 

including missing data treatment and data standardization. 

Finally, results and discussion are given in Section VI and 

followed by conclusions in Section VII. 

II. RESEARCH FRAMEWORK  

Generally, this research is divided into four main stages as 

depicted in Figure 1. The first stage involves missing data 

treatment and data standardization and data splitting. To 

simplify, two simple treatment missing data techniques 

based on Ordinary Linear Regression (OLR) and mean 

substitutions are employed. We conducted a data 

standardization to omit the units of the variables of interest. 

In data splitting, we divided our data into three subsets of 

data namely training, testing and evaluation data. The 

training and testing data are used in the learning process for 

determining the best weights, while the evaluation data are 

used to evaluate the best Multiple BPNN-GA in the future 

forecasting.   

 

 

 

 

 
 

Fig. 1.  General research framework. 

 

In the second stage, we hybrid Multiple BPNN and GA in 

which L standalone BPNNs are used to provide sets of 

candidates’ regression coefficients and then the candidates 

will be optimized by GA. In the third stage, we perform 

model selection of Multiple BPNN-GA, and the best model 

will be used in the next stage. In the last stage, we make 

comparisons between Multiple BPNN-GA with the other 

famous techniques such as ARIMA/SARIMA, standalone 

BPNN and NARX. 

III. BPNN, NARX AND GENETIC ALGORITHM 

A. BPNN 

BPNN has a certain network architecture that contains 

input layer, hidden layer, output layer, number of nodes in 

each layer and the associated weights in inter-layer 

connection. In order to achieve a good performance, 

therefore, the network architecture must be determined and 

trained properly through a learning process [25] - [36].  

In this paper, the maximum neuron input is five since we 

have five independent variables which are monthly index, 

rainfall, evaporation, temperature and relative humidity. For 

variable and model selection purposes, the number of input 

neurons and hidden nodes are changed to find the most 

stable structure and the most accurate prediction. The best 

structure and variables will be determined based on the 

measurement performances which will be discussed in 

Section IV. 
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B. NARX 

NARX is a regression technique based on the linear 

autoregressive network with exogenous inputs (ARX) 

model, which is commonly used in time-series modelling. It 

uses tapped delay lines (d) to store previous values of the 

input, x(t) and output, y(t) sequences. The y(t) sequence is 

considered a feedback signal which is an input and also an 

output. Mathematically, NARX’s model is given as follows: 
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where f is a nonlinear function,  x(t)  is the input of  NARX, 

y(t) is the output and also feedback of NARX and d is a 

tapped delay. 

C. Genetic Algorithm 

Genetic algorithms (GA) are a computerized search and 

optimization algorithm based on the mechanics of natural 

genetics and natural selection. The basic steps of genetic 

algorithm [10], [16], [25] can be described as follows:  1) 

Randomly generate an initial population, 2) Compute the 

fitness of each chromosome in the current population, 3) 

Create new chromosome by selection, crossover and 

applying mutation, 4) Substitute these new chromosomes 

for some bad chromosomes in the current population and 5) 

If the end condition is satisfactory, then stop; otherwise 

repeat step 2.  

IV. THE PROPOSED TECHNIQUE 

Even though BPNN can capture most nonlinear functions 

and gain wider applications in various fields, however, the 

adjustment of each regression coefficient parameter to 

optimize the whole network is not an easy task [37]. 

Technically, Multiple BPNN are employed in producing 

several sets of candidates of regression coefficients, whereas 

GA is adopted in searching optimal design based on the sets 

of candidates which produces best predicted fitness values. 

The framework of Multiple BPNN and GA is depicted in 

Figure 2.  

In this paper, we used notation k- j-1 to represent BPNN 

with k input nodes, j hidden layer nodes and 1 output node, 

respectively.  In Multiple-BPNN-GA, we assume that there 

are L BPNNs with the same architecture k-j-1 where L<=33 

and the number of chromosomes is 100. It is noticed that 

there is a bias weight in each hidden node in our BPNN. 

This implies that the number of weights and biased 

(regression coefficients) in each BPNN are (k+1)j and 

(j+1), respectively, and the length of chromosome of GA is 

(k+1) j+(j+1).  

The process of finding the best coefficient regressions is 

conducted as follows. On the first stage, each of the L 

standalone BPNNs extracts the three best sets of weights 

and biases; and put them into the initial population Po in 

GA. The second stage, GA adds 100-3L chromosomes in Po 

randomly since the initial population of GA is 100 

chromosomes. The third stage, GA tries to obtain an 

‘optimum’ solution of set of regression coefficients which 

repeats evaluations, selection, crossover and mutation after 

initialization until the stopping condition is satisfied.  The 

final stage is the optimum regression coefficient founded by 

GA is used in standalone BPNN for forecasting. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2. Framework of Multiple BPNN-GA 

V. DATA PREPROCESSING 

A. Missing Data Treatment 

The missing data can be occurred due to the 

malfunctioned equipment, the weather was terrible, human 

technical problem or maybe the data were entered 

incorrectly. Missing data should be handled in data analysis 
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since the missing data will influence the performance of the 

technique used and the quality of analysis. We may not 

utilize a certain technique directly when the missing data 

exist. 
TABLE I 

THE SNAPSHOT OF RAW MISSING DATA (NA: NOT AVAILABLE) 

Month  t  Rf Eva Temp Humid  WL 

Jan 1 NA 3.8548 26.242 78.561 14.72 

Feb 2 NA 3.9194 26.811 79.189 14.83 

Mar 3 NA 4.8387 27.245 78.177 13.96 

Apr 4 NA 5.2484 27.957 77.787 13.81 

May 5 NA 4.9032 27.632 79.081 13.95 

Jun 6 NA 3.8548 27.503 79.16 14.13 

Jul 7 NA 3.4194 28.084 77.558 13.75 

Aug 8 NA 4.0161 27.39 78.561 13.75 

Sep 9 NA 3.7258 26.95 79.74 13.92 

Oct 10 3.5161 4.0323 27.232 80.236 13.78 

Nov 11 11.226 3.6129 26.36 83.777 14.14 

Dec 12 20.548 3.1452 26.719 81.155 14.25 

** Note: t, Rf, Eva, Temp, Humid and WL refers to index of 

month, rainfall, evaporation, temperature, humidity and water 

level, respectively. 

 

Table 1 illustrates the snapshot of raw data from January 

2006 until December 2006 which some rainfalls in January 

until September 2006 are missing. Deletion or elimination 

of the missing variable is the default method for most 

procedures in missing data [6]. However, in time series 

regression, this approach seems like not the best methods to 

be used since we will lose the important information of time 

series data. As mentioned before, we conduct two simple 

techniques for missing data treatment using mean and OLR 

substitutions which are two usual techniques in the missing 

data treatment [38].   

 

Mean Substitution: This technique is very simple to be 

performed. First, we find the mean of a certain variable for a 

certain month with non-missing values. Afterward, the mean 

is substituted with the missing values on the associated 

month. Table 2 demonstrates the snapshot of replacement 

values of missing data using mean calculations. 

 

OLR Substitution: In this technique, we will predict the 

value of missing data using regression model and non-

missing values for each variable. The predictor variable in 

the OLR model is time (t) as single predictor variable. The 

OLR model produces the predicted value which will replace 

the missing data on associated variable. The regression 

model for rainfall, evaporation, temperature and humidity 

are given as follows: 

 

Rainfall (RF) OLR model: 

 
(2)                     )(0673.038935.9)( ttRf   

 

Evaporation (Eva) OLR model: 

 

(3)                     )(00228.009290.4)( ttEva   

 
Temperature (Temp) OLR model: 

 

TABLE 2 

THE SNAPSHOT OF SUBSTITUTION MISSING VALUES USING MEAN APPROACH 

Month  t  Rf Eva Temp Humid  WL 

Jan 1 9.4567 3.8548 26.242 78.561 14.72 

Feb 2 9.5241 3.9194 26.811 79.189 14.83 

Mar 3 9.5915 4.8387 27.245 78.177 13.96 

Apr 4 9.6588 5.2484 27.957 77.787 13.81 

May 5 9.7262 4.9032 27.632 79.081 13.95 

Jun 6 9.7936 3.8548 27.503 79.16 14.13 

Jul 7 9.8609 3.4194 28.084 77.558 13.75 

Aug 8 9.9283 4.0161 27.39 78.561 13.75 

Sep 9 9.9957 3.7258 26.95 79.74 13.92 

Oct 10 3.5161 4.0323 27.232 80.236 13.78 

Nov 11 11.226 3.6129 26.36 83.777 14.14 

Dec 12 20.548 3.1452 26.719 81.155 14.25 

 
(4)                     )(00047.0162.27)( ttTemp   

 

Relative Humidity (Humid) OLR model: 

 

(5)                     )(0088.09441.78)( ttHumid   

B. Standardization 

The treatment data were transformed into standardized 

data with range [0, 1] by using equation (6) as follows: 

 

(6)             
data maximum

datatreatment 
data edstandardiz                                                               

  

The predicted values of standardization scale should be 

transformed back to the original scale using Eq. 6.  It is 

important to make standardized the data because 

standardization of data is omitting units of the variables of 

interest. 

C. Data Splitting 

As mentioned in Section I, we used months, monthly 

rainfall, rate of evaporation, rate of temperature, relative 

humidity and water level which are collected from the DID 

and MMD for Dungun district of Terengganu with a total 

number of  75 observation data from the year 2006 until 

2012. In our experiment, we split the data into three subsets 

namely training, testing and evaluation. The learning 

process contains 63 observations in which 70% and 30% of 

63 observations for training and testing, respectively. The 

twelve observation data from April 2011 till March 2012 are 

used as an evaluation data. 

VI. RESULTS AND DISCUSSION 

A comparative study is carried out to investigate the 

performance of Multiple BPNN-GA with missing data 

treatment. The performance of the Multiple BPNN-GA will 
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then be compared with the ARIMA/ SARIMA, BPNN and 

NARX in the water level forecasting at Dungun River. For 

discussion purposes, we used the notations of X1-X5 

representing index of month (X1), rainfall (X2), evaporation 

(X3), temperature (X4), and humidity (X5) respectively. 

A. Performance Evaluation 

We conducted 10 runs for each technique to evaluate the 

performance of BPNN, NARX, S-BPNN-GA and M-

BPNN. The performance of those techniques is measured 

based on their mean squared error (MSE) of training and 

testing, the absolute value of difference mean of MSE’s 

training and MSE’s testing, running time and stability 

predicted water level. The absolute value of difference mean 

of MSE’s training and MSE’s testing is given by the 

following formulae: 

 

DMSE = | (MSE’s training-MSE’s Testing) × 100%|. 

 

The DMSE is used to detect overfitting. The overfitting 

occurs when MSE’s training provides a small value, but 

MSE’s testing gives a relatively large value compared to 

MSE’s training.  
 

TABLE 3 

PERFORMANCE SOME COMBINATION INPUT NODES USING BPNN WITH 

MISSING DATA TREATMENT 

  

BPNN 

Structure 

(Variables) 

MEAN MSE  

(STDEV) 

MEAN 

DMSE 

Training Testing (%) 

Mean 

Subst. 

BPNN 2-6-1 

(X1X2) 

 0.0009 

 (2.26E-04) 

0.0011 

(2.67E-04) 

0.02 

 

BPNN 2-6-1 

(X1X3) 

0.0011 

(3.09E-04) 

0.0016 

(4.16E-04) 
0.05 

BPNN 2-6-1 

(X1X4) 

0.0019 

(3.30E-04) 

0.0013 

(4.22E-04) 
0.06 

BPNN 2-6-1 

(X1X5) 

0.0009 

(3.43E-04) 

0.0017 

(3.16E-04) 
0.08 

BPNN 2-4-1 

(X1X2) 

0.0009 

(2.40E-04) 

0.0011 

(2.23E-04) 
0.02 

BPNN 2-4-1 

(X1X3) 

0.0007 

(2.98E-04) 

0.0011 

(3.13E-04) 
0.04 

BPNN 2-4-1 

(X1X4) 

0.0006 

(3.02E-04) 

0.0013 

(3.33E-04) 
0.07 

BPNN 2-4-1 

(X1X5) 

0.0009 

(3.53E-04) 

0.0034 

(3.46E-04) 
0.025 

OLR 

Subst. 

BPNN 2-8-1 

(X1X2) 

0.001 

(3.30E-04) 

0.0015 

(3.06E-04) 
0.05 

BPNN 2-8-1 

(X1X3) 

0.002 

(2.94E-04) 

0.0017 

(3.40E-04) 
0.03 

BPNN 2-8-1 

(X1X4) 

0.0016 

(4.16E-04) 

0.0012 

(2.83E-04) 
0.04 

BPNN 2-8-1 

(X1X5) 

0.0008 

(3.43E-04) 

0.0019 

(3.53E-04) 
0.11 

BPNN 5-6-1 

(X1X2X3X4X5) 

0.0009 

(1.63E-04) 

0.0011 

(2.05E-04) 
0.02 

 

The stability of the above techniques is measured using 

the standard deviation of 10 runs. A technique is said to be 

more stable if it has smaller value of standard deviation 

compared to the others. In terms of running time, however, 

it is not surprising to guess the running time of Multiple 

BPPN-GA will slower compared to standalone BPNN due 

to the effect of the multiple learning process of BPNNs and 

optimization process of GA. Afterwards, we select the best 

model using the five performance criteria and use the best 

obtained model to predict the evaluation data from April 

2011 until March 2012. 

B. Experiment 

BPNN 

Our first experiment is to evaluate the performance of 

standalone BPNN and to find the best network architecture 

as a basis of Multiple BPNN-GA. Standalone BPNN is used 

to build a non-linear model for water level at Dungun River 

with the logarithmic sigmoid (logsig) as BPNN’s activation 

function. The sigmoid function is often used in hidden 

layers due to its ability of authoritative non-linear approach 

[24]. We used trainlm function as our training algorithm 

where the modified bias and weight values based on 

Lavenberg-Marquardt optimization. It is noticed that there 

are some combination variables X1, X2, X3, X4, and X5 in 

the input layer. Therefore, the number of nodes in the input 

layer is either 1, 2, 3, 4 or 5. In our experiment, we set the 

number of nodes in the hidden layer is 4, 6, 8 and 10 for 

comparison purpose.    

 
 TABLE 4 

PERFORMANCE NARX 4-6-1 AND NARX 3-10-1 WITH TWO MISSING DATA 

TREATMENTS AND SEVERAL TAPPED DELAY 

 

 
d 

MEAN MSE  

(STDEV) 

MEAN 

DMSE 

Train Test (%) 

Mean Subst. 

(NARX 4-6-1 

with variables: 

X1 X2 X3 X5) 

2 
0.0012 

(2.11E-04) 

0.0014 

(2.62E-04) 
0.02 

3 
0.0008 

(1.49E-04) 

0.0009 

(1.89E-04) 
0.01 

4 
0.0010 

(1.63E-04) 

0.0013 

(2.31E-04) 
0.03 

OLR Subst. 

(NARX 3-10-1 

with variables: 

X1 X2 X3) 

2 
0.0011 

(2.21E-04) 

0.0014 

(2.62E-04) 
0.03 

3 
0.0012 

(2.62E-04) 

0.0017 

(1.83E-04) 
0.05 

4 
0.0009 

(1.56E-04) 

0.0007 

(1.63E-04) 
0.02 

 

The performance’s result of standalone BPNN with 

missing data treatments for 2 and 5 input nodes is given in 

Table 3. Table 3 summarise the best performance of 

standalone BPNN and shows that both BPNN 2-6-1 and 

BPNN 2-4-1 with mean substitution and input nodes of X1 

and X2 gave  the best result in terms of MSE’s training, 

MSE’s testing, standard deviation and percentage error. 

While the standalone BPNN 5-6-1 with five input predictors 

also gave the best result when we conducted the treatment 

missing data using OLR substitution. 

NARX 

The performance of NARX 4-6-1 and NARX 3-10-1 with 

d is equal 2, 3 and 4 is shown in Table 4. It is noticed that 

NARX 4-6-1 and NARX 3-10-1 are the best network 

architectures among the other architectures of NARX. 

Referring to Table 4, we can obtain that NARX 4-6-1 (with 

d=3 and mean substitution) and NARX 3-10-1 (with d=4 

and OLR substitution) provided better results compared to 

others. 
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Multiple BPNN-GA 

In Multiple BPNN-GA, we set L=1 and L=10, and choose 

the best founded standalone BPNN structures from the 

previous experiment, namely BPNN 2-6-1, BPNN 2-4-1 and 

BPNN 5-6-1. Since each standalone BPNN extracts the 

three best sets of weights and biases, therefore, they 

produced 30 sets of acceptable weights or regression 

coefficients. Afterward, the 30 sets were inserted into the 

initial population of GA. It is noticed that we used standard 

GA in the Multiple BPNN-GA and the maximum iteration  

of GA was 1000.  

The performance of Multiple BPNN-GA is presented in 

Table 5. From the results, it shows that M-BPGA 5-6-1 with 

OLR substitution provides the smallest MSE’s training, MSE’s 

testing, DMSE and standard deviations. This result also give 

information that the best model for forecasting in Dungun 

River involves the predictor variables of months, rainfall, 

evaporation, temperature and relative humidity. 
 

 TABLE 5 

PERFORMANCE OF MULTIPLE BPNN-GA WITH MISSING DATA 

TREATMENT 

 

Technique 

MEAN MSE  

(STDEV) 

MEAN 

DMSE 

Train Test (%) 

Mean Subst. 

(Variable: X1 

X2) 

S-BPNN-

GA 2-6-1 

0.00018 

(2.94E-05) 

0.00012 

(2.87E-05) 
0.006 

S-BPNN-

GA 2-4-1 

0.00028 

(2.64E-05) 

0.00019 

(2.67E-05) 
0.009 

M-BPNN-

GA 2-6-1 

0.00015 

(1.56E-05) 

0.00032 

(1.94E-05) 
0.017 

M-BPNN-

GA 2-4-1 

0.00025 

(1.15E-05) 

0.00012 

(1.76E-05) 
0.013 

OLR Subst. 

(Variable: 

X1X2X3X4X5) 

S-BPNN-

GA 5-6-1 

0.00016 

(2.67E-05) 

0.00019 

(2.21E-05) 
0.003 

M-BPNN-

GA 5-6-1 

0.00013 

(2.36E-06) 

0.00012 

(6.67E-06) 
0.001 

C. Discussion 

In this section, the performances of ARIMA/SARIMA, 

BPNN, NARX, S-BPNN-GA and Multiple BPNN-GA for 

water level forecasting were compared. We used the 

performance evaluation criteria as stated before to select the 

best model for water level forecasting of Dungun River. The 

explanations for each performance are as follows: 

 

MSE Training and MSE Testing 

Table 6 provides the comparison of average MSE 

Training and MSE testing of the five techniques. The 

comparisons of MSE training and MSE testing are also 

depicted in Figure 3 a) and Figure 3 b), respectively. From 

Table 6 and the two figures, the evidence shows that 

Multiple BPNN-GA with mean substitution gives smallest 

MSEs and significantly improves the MSE of NARX by 

about 84% and 87% in training and testing, respectively.   

 

DMSE 

The information about the mean of DMSE of the five 

techniques is presented in Table 6. From this table, it can be 

seen that DMSE of all techniques is relatively small and 

there is no large difference between MSE training and MSE 

testing. The results explain that overfitting had not 

happened in all techniques. 

 
TABLE 6  

COMPARISONS OF SARIMA, BPNN, NARX, S-BPNN-GA AND 

MULTIPLE BPNN-GA. 

Technique 

(Variables) 

MSE 
MEAN 

DMSE 

Training Testing (%) 

SARIMA (0,1,0)(0,1,1)10 

(t and WL) 
0.0024 0.00186 0.05 

BPNN 5-6-1 with OLR Subst. 

(X1X2X3X4X5) 
0.0009 0.0011 0.02 

NARX 4-6-1 with Mean Subst. 

(X1 X2 X3 X5) 
0.0008 0.0009 0.01 

S-BPNN-GA 5-6-1 with Mean 

Substitution 

(X1X2X3X4X5) 

0.00016 0.00019 0.003 

M-BPNN-GA 5-6-1 with Mean 

Substitution 

(X1X2X3X4X5) 

0.00013 0.00012 0.001 

 

Running Time 

The running time of Multiple BPPN-GA is slower 

compared to standalone BPNN due to the effect of multiple 

learning processes of several BPNNs. If we set L=10 in 

Multiple BPNN-GA, therefore, it needs about 30 times 

learning process of standalone BPNN (since each BPNN 

performs three repetitions) and processing time of GA to 

optimize the best regression coefficients. However, Multiple 

BPPN-GA improves the quality of the predicted water level 

of standalone BPNN in reasonable time as shown in Table 6 

since our data set is not large. 

 

Stability 

Figure 4 a) and Figure 4 b) depicts the standard deviation 

of training and testing of the best BPNN, NARX, S-BPNN-

GA and M-BPPN-GA, respectively. The evidence shows 

that M-BPPN-GA gives better stability in prediction of 

water level compared to the other techniques. Referring to 

Table 5 and Table 6, it is found that Multiple BPNN-GA 

with mean substitution gives the smallest standard deviation 

for both training and testing.  It also reduces the standard 

deviation of NARX by about 98.4% and 96.5% in training 

and testing, respectively.   

 

Comprehensive Comparison 

Referring to Table 3 to Table 6 and the above 

performance evaluation criteria, we have the following 

important conclusions as follows:  

(i)     BPNN is better than ARIMA/SARIMA,  

(ii)    NARX is superior compared to BPNN,  

(iii)   S-BPNN-GA gives better result compared to 

NARX,  

(iv) Multiple BPNN-GA with mean substitution 

outperforms the technique of BPNN, NARX and S-

BPNN-GA.  

Furthermore, from our analysis, it shows that Multiple 

BPNN-GA is better than the other techniques by showing 

Multiple BPNN-GA’s prediction for the rest of twelve 

months (evaluation data) is closest to the actual water level. 

The comparison performance between NARX 4-6-1 and M-

BPNN-GA 5-6-1 using our evaluation data from April 2011 

to March 2012 is presented in Figure 5. Using these 
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evaluation data, we also calculated the MSE of NARX 4-6-

1, S-BPNN-GA 5-6-1 and M-BPNN-GA 5-6-1 are 

0.000094, 0.000085 and 0.000024, respectively. It means 

that the predicted values with M-BPGA 5-6-1 are closest to 

the actual value of water level in Dungun River. 

VII. CONCLUSIONS 

We presented a hybrid Multiple BPNN and Genetic 

Algorithm (GA) to overcome the limitation of 

ARIMA/SARIMA, standalone BPNN and NARX.  Our 

proposed techniques have been applied to forecast the 

water level at the Dungun River as our case study. The 

mean and OLR substitution were used to overcome the 

presence of the missing data in our collected data. Our 

experiments showed that M-BPNN-GA with mean 

substitution outperformed ARIMA/SARIMA, BPNN and 

NARX, and M-BPNN-GA improved significantly the 

performance of those techniques. It was noticed that the 

performance standalone NARX is better than standalone 

BPNN.  

For future work, we are planning to hybrid NARX and 

GA, and compare its performance with M-BPNN-GA and 

the other existing nonlinear regressions such as kernel 

principal component regression and support vector 

machine based models. 

 

 
(a) 

 

 
(b) 

Fig. 3. Comparison of BPNN 5-6-1 NARX 4-6-1, S-BPNN-GA 5-6-1 and 

M-BPNN-GA 5-6-1. a) MSE’s testing, and b) MSE’s training. 
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Fig. 4. Comparison of BPNN 5-6-1 NARX 4-6-1, S-BPNN-GA 5-6-1 and 

M-BPNN-GA 5-6-1. a) Standard Deviation’s testing and b) Standard 

Deviation’s training. 

 

 
Fig. 5. Comparison performance of NARX 4-6-1and M-BPNN-GA 5-6-1 

for evaluation data. 
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